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The Making of a Professional cTrace Packet Analyzer 
 

The Need for a Component Trace Packet Analysis Tool  
Many large IT organizations managing SNA-TCP/IP transitions are finding that their ability to adequately 
support TCP/IP is challenging, since most of their technical expertise is still SNA-centric. As TCP/IP networks 
become increasingly complex Component Trace Analysis is vital, but is often difficult to handle in-house. 
Some companies no longer have the expertise needed to undertake component trace analysis. Others may 
choose to outsource component trace analysis - a costly and time-consuming option. This paper will first look 
at the history of cTrace Analysis and the urgent need for an analysis tool. It will then discuss the functionality 
needed in a professional Component Trace Analysis Tool. 

Tracing Roots 

VTAM/GTF trace readers were essential back in the late 70's to mid 90's. Numerous IT shops had embraced 
SNA connectivity and VTAM-based applications (fig. 1) allowing for (arguably) the first true, multi-user, remote 
access to host-based applications through a unified network of communications hardware and software.  This, 
in itself, presented various connectivity and handshaking dilemmas. The applications themselves had to work 
in conjunction with SNA principles and VTAM definitions in order to provide proper screen presentation based 
on the 3270-terminal type, send and receive the data correctly, and so on, while still giving satisfactory 
performance. 
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Figure 1. SNA-based topology and VTAM-based packet tracing and analysis choices 
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The second generation of SNA, in the form of APPC and LU 6.2 sessions, allowed for more complex multi-
peer conversations between an application and a single SNA connection or vice-versa.  The rollout was even 
more complex. It was necessary to read subsequent traces to get the initial connectivity to work, and have a 
guarantee that it would continue to work when anything in the application or on the remote side was changed. 

The Need for Speed 

In the 80's the advent of T/R and Ethernet networks that operated ten to fifty times faster than their 
predecessors unveiled new protocols, applications, and subsequent troubleshooting of connectivity and 
performance.  The early ’90s saw the introduction of new, intelligent, PC-based tools that could automate 
trace capture and viewing.  The most recognizable of these packet-capturing products was SnifferTM, which 
decoded TCP/IP and other LAN-based protocols, many of which have since been abandoned.   
 
The emergence of TCP/IP as a bona fide standard occurred not just on LANs, but universally. This was true 
even of IBM’s melded Communications Server, where VTAM has been repackaged as an end-point 
destination for blended network conversations.  Reminders of VTAM's staying power include TN3270 
sessions which are now pipelined directly via TCP/IP to the z/OS host. Alternatively, other VTAM-infused 
sessions are conducted via fourth-generation SNA links which in theory are a melding of APPN, HPR and 
UDP, but market-billed as Enterprise Extender.  Depending on an application’s stability, or its migration to 
TCP/IP, VTAM trace reading is still highly beneficial, but is not done as often. SNA Path Information Units 
(PIUs) are now embedded within the outer TCP/IP layers, making it more complex but no less pertinent to 
reveal hidden connectivity issues or the root cause for network latency. 
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Figure 2. TCP/IP-based topology and TCP/IP packet tracing and analysis choices 
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On the other hand, mission-critical legacy data bases are fronted by re-designed applications utilizing socket 
programming. These applications now rely fully on z/OS-based TCP/IP networks rather than the earlier SNA 
topology (fig. 2). Users are demanding an ever-increasing number of Service Oriented Applications (SOAs) 
that can enable instant asynchronous access to key data within multiple repositories, viewable via a browser-
based GUI. Minimal downtime and 24x7 availability is mandated, requiring the ability to instantly diagnose 
ever more complex network problems while avoiding network outages.  
 
The reality is that TCP/IP network problems may still arise, having a severe impact on Web, LAN-centric, and 
legacy mainframe applications.  As complex issues with z/OS-based TCP/IP networks arise, technicians will 
have occasion to run component traces in order to isolate and resolve them. A network-centric diagnostic 
team could use information obtained from a Sniffer to determine their own world-view of traffic, but the 
information is often incomplete, lacking both sufficient evidence and the ability to see the z/OS TCP/IP stack 
side of traffic flows.  Technicians need the ability to capture, decode, and further analyze TCP/IP packets 
coming into and out of the z/OS-based stack, applications, and/or IP channel interfaces. 
 
IBM has provided a TCP/IP tracing mechanism called the Component Trace (cTrace), similar to VTAM/GTF 
traces, that can coexist with network-based Sniffers. The cTrace has many host-based data collection 
purposes, but it’s most notable function is the collection of IP packets for subsequent analysis. 

The Next Generation 

The Component Trace is designed to capture diagnostic events and data for various components of the z/OS 
system. These various components are typically labeled with the prefix SYSxxxxx. To enable the collection of 
events the user needs to turn on a writer to record the events in a data file for subsequent analysis (fig. 3).  To 
record events for one of several TCP/IP stack components, for example, the user would need to activate 
tracing by using the correct SYSTCPxx label (specifically, the SYSTCPDA component). 
 

 
Figure 3.  Standard cTrace Collection Process 

TCP/IP packets are the first place to look for any issues related to connectivity, conversation errors, and/or 
performance issues (packet trace collection on the TCP/IP stack itself will also need to be activated in order to 
record these events). Nevertheless, analyses of these packets are the second line of defense in the isolation 
and/or elimination of the possibility of host-encountered TCP/IP issues; the first being the deployment of a 
good TCP/IP monitoring product. The third line of defense, usually the last resort, is the collection of 
additional stack component tracing in conjunction with third party (usually IBM) expert analysis of any 
particularly vexing stack or socket behavior problem.  

Once the network technician enables the collection of specific packets via the TCP/IP PKTTRACE command, 
packets are copied to a temporary buffer via the SYSTCPDA component. An external Writer is used to 
redirect packets over to a permanent trace file. Specific parameters provide granular collection and/or filtering 
of packets by protocol type(s), by IP address(es), or by source and destination socket port numbers. The 
technician can choose one of three data collection options: the full packets, a truncated portion of each 
packet, or the data going in/out of a specific IP Channel interface only (usually OSAs or Cisco CIPs). The 
technician may also choose to record every packet, finding some way to filter and format the packets within 
the permanent file once the writer has been terminated.   
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This next generation of TCP/IP-packet cTrace reading on IBM mainframes can be very challenging. Raw 
cTraces are seemingly impossible to read and the basic tool (an enhanced version of Interactive Problem 
Control System - IPCS) provided by IBM can be cumbersome, time consuming, and difficult to interpret, even 
to the experienced. Given time and manpower constraints, honing trace reading skills stretches beyond the 
means of most IT organizations.  
 
Given these constraints, technicians have sought a convenient, user-friendly and fresh approach to trace 
analysis that would allow them to streamline this tedious analysis process (fig 4.) and dramatically accelerate 
TCP/IP problem solving. This more automated approach would allow them to retain control of trace analyses, 
resolving most complex problems in-house, while also matching mandated business service-level objectives.   

 
Figure 4. CleverView for cTrace Analysis Process 

The Business Side 

The objective of the IT organization is to keep all hardware, software, and interconnecting networks running 
for the rest of the corporation, and to provide the access required by their customers. For today’s businesses 
to thrive, all aspects of TCP/IP functionality (including key TCP/IP services, applications, and routing) must 
run and communicate properly. Network systems professionals must identify and resolve TCP/IP outages or 
access issues as quickly as possible. TCP/IP wellness and performance under the z/OS-based umbrella is no 
exception. 
 
In order to adequately maintain z/OS-based TCP/IP, technicians need a balance of three critical capabilities 
(fig 5.) available to them: monitoring, reporting, and diagnostics. It is this third criterion where cTrace analysis 
fits. Outages can neither be accurately predicted nor avoided, making the development of a smarter, quicker 
methodology for accurate analysis and exception identification essential. 

 
 

Figure 5.  Three Essential Tools to Ensure TCP/IP Wellness 
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Many of the justifications for getting a TCP/IP monitoring and reporting product are equally applicable to a 
TCP/IP trace analysis and reporting tool, such as:  

 Avoiding costs resulting from prolonged network or application outages 
 Avoiding costs by identifying hidden issues that could lead to outages 
 Saving both time and money by avoiding the need to outsource trace analysis  
 Saving manpower by quickly ascertaining whether or not a problem is TCP/IP-related 
 Tracking network service traffic and determining workload patterns for increased efficiency  
 Correlating packet patterns/issues with network teams for departmental savings  
 Assisting developers in profiling and tuning new applications for departmental savings 
 Automating trace collection and analysis, saving both time and money 
 Providing a knowledge base, user familiarity, and ease of training for departmental savings 
 Eliminating excuses for not running the traces essential to root-cause discovery 

 
The need for a GUI-based cTrace packet decoding and analysis tool is clear. The following pages provide 
detailed information about what goes into creating a Professional cTrace Packet Analyzer and explains the 
benefits of such a tool. 

The Basic Requirements for a cTrace Packet Analyzer 
A cTrace Packet Analyzer must be extremely efficient in its analyses, possess a dependable and thorough 
knowledge base, and must provide concise and accurate summary reports.  

Core Elements 

The cTrace Packet Analyzer must provide an easy, efficient, (and preferably automated) means (fig. 6) of 
starting the writer and issuing the needed commands. It should offer a venue for other potential user groups 
(such as Network Control Centers or Application Developers) to activate a cTrace, even though they may not 
be fully familiar with the nuances of TSO and ISPF-panel driven interfaces or possess a knowledge of 
parameters and their use. The interface should also have a simple method of saving trace parameters for 
future use, e.g. starting/stopping a trace, checking on the status of a trace, or transferring a trace. 

 
Figure 6.  CleverView for cTrace Analysis Packet Trace Generator Panel 
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The cTrace Packet Analyzer should provide the flexibility to access this feature and perform the related 
functions from either the ISPF or GUI interface, without having to logon to TSO directly. It should allow the 
user to specify whether the trace is to be run for all packets or just for those packet characteristics and/or 
origination/destination(s) the user specifies. In addition, it should allow the user to initiate a cTrace on any 
LPAR on which the cTrace collector agent task is set up to run, not just on a single specific LPAR. 
 
In order for cTrace analysis to really be useful in the long term, it is critically important to accumulate a 
knowledge base of network traffic flows and retain samples of specific scenarios and case experiences. It is 
therefore essential to have a product which provides the ability to create and maintain a cTrace database 
inventory. A ready-to-access cTrace inventory (fig. 7) will further accelerate the cTrace analysis process, by 
being able to identify, quantify, and manage the contents of these prior traces. It should also provide the 
ability to compare prior and current situations for, for example, time latency differences, specifically 
anticipated packet flows, or expected replies and responses. 
 
Since the trace is run on the host and the intelligent analysis occurs on the workstation, the packet trace that 
must be transferred to the workstation via FTP or some other mechanism can be of considerable size.  A 
cTrace Packet Analyzer with its own built-in FTP process, including a compression option, would address this 
challenge. Ideally, this file transfer and compression applet would also be available for other uses.   

 
Figure 7.  CleverView for cTrace Analysis Trace Inventory Table 

This tool must have a dependable and thorough knowledge base. A cTrace Packet Analyzer should support 
and decode the entire array of possible TCP/IP-based protocols, including blended SNA-based traffic, such 
as for HPR/RTP conversations for Enterprise Extender links and, of course, TN3270 sessions. It should also 
support the latest advances of IP and ICMP V6. 
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The following protocols should be supported/decoded: 
 

 EE/APPN Decoding: HPR/RTP, XID3s, FID5s, RHs, Control Vectors and GDS Variables 
 Base Protocols: IP, TCP, UDP, IPv6 
 Key Applications: Telnet, TN3270, TN3270E, FTP, LPR 
 Routing: OSPF, RIPv1, RIPv2, EE/HPR 
 Mail Protocols: SMTP, POP3 
 Web Services: DNS, HTTP 
 Management: SNMP, ICMP, ICMPv6 
 Address Resolution: ARP, RARP, DHCP 
 UNIX Remote Calls: RSH, REXEC, RLOGIN 

 
It logically follows that the cTrace Packet Analyzer should include intelligent filters, enabling a user to create 
filtered query-based reports (fig. 8) for a specific subset of applications/protocols within selected record and 
date ranges, ports, IP addresses, and session criteria. This would streamline searches for specific 
timeframes, events, conversation socket(s), or protocol type(s), leading directly to the desired data for instant 
decoding and analysis.   
 

 
Figure 8.  CleverView for cTrace Analysis Query Builder Choices 
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Packet Summary Reports 

A packet summary report (fig. 9) is the best way to display the analysis of all packets in a trace file. If a filter is 
applied, only the packets that pass the filter should be displayed here. This is the stage at which diagnosis 
begins. Key fields should be identified in the summary list, including the packet number, timestamp, packet 
size, and local/remote (to/from) IP address and ports. It is also essential to identify the primary protocol of the 
packet and to summarize the packet’s purpose based on its header information.  
 

 
Figure 9.  CleverView for cTrace Analysis Packet Summary Report 
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Packet Detail Reports 

A cTrace Packet Analyzer should provide details without requiring excessive time, undue effort, or added 
costs. It should be expected that for every summarized packet, the ability to zoom-in for a closer look at the 
entire recorded packet (fig.10) would also exist.  Specifically, the packet break-out should be split into two 
parts: Packet Details and Hex Decode. Packet details should display the important fields from various 
headers of the packet and Request/Response Unit (RU) data, if any, should be captured. An option should 
also exist to display the RU data as either EBCDIC or ASCII. Hex Decode should display the contents of 
packets in hex format, broken down by header. 

 
 

 
Figure 10. CleverView for cTrace Analysis Packet Details Report 

Advanced Reporting 

Basic queries, packet summaries, and detailed displays are a good starting point for any reliable cTrace 
Packet Analyzer, but to realize its fullest diagnostic potential, it must perform analysis equally well. The 
Analyzer should provide advanced reports that allow the user to quickly ascertain and address any 
performance latencies based on packet to/from directional flow and sequence analysis. It should offer the 
ability to view two cTrace packet reports side-by-side for comparative flow analysis. Lastly it should provide 
exception analysis, complimented by the ability to customize specific options in the reports, such as 
highlighting and threshold levels to flag errors.  
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To fully understand the advanced reporting requirement, a little background information may prove useful.  In 
first-generation VTAM standards, a connection between a user’s 3270 terminal and the host application was 
labeled a session. With APPC there could be multiple sessions between end-points, so IBM referred to each 
of these simultaneous sessions as conversations or connections. This latter name also applied to TCP/IP 
when its original specifications were created. Since there could be numerous simultaneous connections 
between two end-points using different TCP ports, they further delineated the term to refer to the combination 
of two IP Address partner pairs (the local and the remote, depending on your reference point), in combination 
with two allocated TCP port numbers (one local and one remote). This union is known as a socket 
connection. 
 
This unique grouping of four numbers will usually be referred to as a conversation or a session.  Note that all 
UDP traffic is described as connectionless, so although UDP traffic will be seen between two end-points, and 
perhaps consistently using the same two UDP ports on each end, it is still considered conversation-less 
because it is asynchronous in nature (i.e., any packet sent or received is independent of any other). In any 
case, whether dealing with TCP- or UDP-based packets and activity, the Analyzer should be able to quickly 
isolate and identify these communications between two IP addresses/port numbers using the same protocol. 
If the packet contains similar pairings of IP addresses/port numbers, they belong to the same socket 
connection, except as previously described for UDP packets. Without this foundation for connection 
awareness and packet trace filtration, then most advanced reporting capabilities described subsequently 
would be pointless.   

Response Time Summary 

Manually sorting and calculating response times from cTrace packets can be extremely tedious and highly 
error-prone. To accelerate these calculations, the Analyzer should summarize the response times (fig. 11) 
between a local IP interface and a remote IP target that are communicating via the same protocol. At a 
minimum, each session should be summarized in terms of how many packets were sent or received by the 
local IP address, the elapsed time of the entire session, the average throughput, and the average datagram 
size of each packet.  Ideally, the report should include the number of INIT and TERM packets, Traffic Flow 
Indicator, the number of Session Errors, and whether any thresholds were exceeded. 
 

 
Figure 11.  CleverView for cTrace Analysis Response Time Summary Report 
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Sequence of Execution 

A sequence of execution report (fig. 12) provides both a packet summary list and the packet details for all the 
packets exchanged between the source and destination host during any specific single (and perhaps multiple) 
subsequent socket connections within the cTrace collection of packets. This particular report should also 
highlight the initiation (shown in green) and termination (shown in red) for each of these sessions, as well as 
providing other specific event or threshold-defined highlighting. This makes it much easier to select specific 
elements from a mass of information. 
 

 
Figure 12.  CleverView for cTrace Analysis Sequence of Execution Report 
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Trace Comparison 

Should a specific problem trace prove challenging to analyze further, it may be beneficial to compare that 
trace to a similar event trace where such a problem does not occur in order to examine the differences. With 
large traces, such comparisons can prove extremely difficult. The ability to compare two different trace 
analyses side by side (fig. 13) is an extremely powerful feature for a cTrace Packet Analyzer. 
 

 
Figure 13. CleverView for cTrace Analysis TraceDiff Report 

Exception Reporting 

Ideally, a cTrace Packet Analyzer should automatically highlight common errors, and even some that are not 
so common.  At the very least, the following errors should be pinpointed: 
  

 Traffic Errors Packets that indicate traffic problems.  Retransmission and congestion  
  indicators would be included within this category.   
 
 Session Errors Packets that indicate something is wrong with the current session.  
  These are mainly transport layer errors.     
  
 Threshold Errors Packets that exceed user-defined threshold settings within the option  
  panel for the product. 
 
 Application Errors Packets in which errors happen at the application level (fig. 14), such as 
  FTP, DNS, DHCP, and SNMP.  
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Figure 14.  CleverView for cTrace Analysis Exception Report:  Application Errors 

Report Customization  

In order to make the trace report exceptions and other pertinent data easier to read, different color 
highlighting can be used to differentiate packet events. This basic improvement can significantly accelerate 
and simplify cTrace analysis. For instance, the basic INIT (Initiation) and TERM (Termination) events can be 
highlighted in Green and Red as logical highlighting color defaults. These events are highlighted not just for 
TCP sessions, but for other conversation starts and ends, such as for EE link activations and terminations. 
 
Another basic improvement with great benefit involves the cTrace data output format for timestamps. The 
default is GMT, requiring the user to make mental calculations depending where the packets were traced 
when they were reported and analyzed, further complicating the process. The Analyzer can handle this extra 
step instead by providing a customizable way to uniformly change the timestamps within each packet of a 
specific Analyzer report grouping. Ideally, a cTrace Packet Analyzer should also provide other customization 
options, as well as the capability to add more options in the future.  
 

 
Figure 15.  CleverView of cTrace Analysis Report Configuration Settings 
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Experience, Extras and Enhancements 

An effective cTrace Packet Analyzer cannot remain static. Protocols for TCP/IP-based applications are 
constantly being enhanced. IBM is providing annually updated capabilities for the z/OS-based TCP/IP stack 
domain - capabilities that can even help to improve or add to the existing foundation of cTrace analysis and 
reporting. It is essential, that a professional cTrace Packet Analyzer tool will provide annual enhancements 
and updates, such as new reports or threshold highlighting. Ultimately, it is the combination of industry 
experience, extras, and enhancements which hold the key to making and maintaining a truly professional 
cTrace Packet Analyzer.  

Real-Time Packet Tracing 

IBM has included a new API within the z/OS V1R5 Communications Server that allows packet trace entries 
from the TCP/IP stack to be retrieved and viewed in real time, as they are being collected. To maximize the 
benefits available from this new functionality, a cTrace Analyzer should provide the capability to control all 
aspects of collecting, reviewing, and analyzing a component trace via an ISPF-based interface while logged 
onto a TSO session. 
 
There could be a myriad of packets traveling between conversation pairs on TCP/IP at any one time.  
Attempting to digest all of these packets on a scrolling TSO screen would be a daunting task, if not totally 
overwhelming. Even so, there might very well be certain situations in which running a cTrace in real time 
would be advantageous. While a user needs to determine when and where this applies, it is recommended to 
run a real-time trace in conjunction with the filters offered by the Analyzer. The time and activity during these 
specific real-time collections must be controlled as best as possible, since there can be inordinate amounts of 
packet trace data collected in real time. In principle, the data space where packets are retained should be 
defined on the host by the user, so the Analyzer should use a wrap-around setup (fig. 16). This would mean 
that the quantity and quality of the real-time packet collection captured would be largely dependent on its 
defined size, though interactive analysis of the packets currently stored could be done repeatedly. 
   

 
Figure 16.  Example of Real-Time Tracing Decodes 
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Security and cTraces 

The ability to protect confidential packet data should be an inherent part of the cTrace Packet Analyzer, and 
based on the foundations of z/OS constructs. In other words, the packet contents would be just as secure as 
the assigned writer file restrictions and user ID access. Use of specific product functions, whether it’s the GUI 
or an ISPF-based panel, should be based on explicit user authorities and strict product licensing. Since the 
packets would be viewable for particular content, as has always been the case with Sniffer or GTF traces, 
cTrace Packet Analyzer efforts should only be assigned to trusted individuals with appropriate clearance 
levels. 
 
There are few better ways to improve business security than to have the ability to trace and look for specific 
TCP/IP access breaches or attempts to cause harm to systems or data. The weekly scheduling of 
coordinated collections and analyses of TCP/IP packets might be warranted. This could quickly reveal 
anomalies worthy of further investigation, isolation, or eradication.  

Every Successful Business Needs a cTrace Packet Analyzer 

As we have shown here, reading Component Traces is difficult at best. The process of collecting and 
analyzing these traces manually is a very tedious and time consuming task that is often difficult to justify, 
despite its inherent value. Companies are often forced to outsource their most complex trace analysis issues, 
costing both time and money that could be saved by retaining in-house control. 
 
Ever-advancing technology makes it increasingly difficult to keep pace with the demands for performance and 
increasingly comprehensive diagnostic information. Even with network-based packet collecting tools such as 
Sniffer it is harder than ever to identify the root cause of a problem or bring hidden connectivity issues to light 
since technicians lack the ability to see the z/OS TCP/IP stack side of traffic flows.  
 
A cTrace Packet Analyzer provides a comprehensive, efficient way to accelerate and simplify cTrace packet 
analysis. In brief, it should be easy to start (preferably automated); it should provide an abundance of usable 
information with a way to filter and easily digest the results; and it should create concise, accurate reports with 
a means to customize them to better suit individual users.  
 
A professional cTrace Packet Analyzer restores the value of the TCP/IP component trace as an essential in-
house diagnostic tool. It provides an unsurpassed utility for network technicians, dramatically reducing time-
consuming, tedious analysis and making inroads into TCP/IP network problem solving. AES CleverView for 
cTrace Analysis was created to uniquely answer to these needs.  
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